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1\\; ARTIFICIAL INTELLIGENCE

O

ARTIFICIAL MACHINE
INTELLIGENCE LEARNING DEEP LEARNING

o~ . . I .
Any techniciue that Statistical methods that Neural networks with many layers

that learn representations and tasks

enables machines to enable machines to “learn” : v
“directly” from data

mimle human tasks from data without
ntelligence explicitly programming

Thousand Million

Deep learning more accurate
than humans on image
classification

Quadrillion
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directly from data without relying on a
predetermined equation as a model. The algorithms

adaptively improve their performance as the number of

samples available for learning increases.




energy load

ing, and more. Media sites rely on machine learning

to sift through millions of options to give you song or movie

recommendations. Retailers use it to gain insight into their

customers’ purchasing behavior.




adictive maintenance
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Winston’s ar

Expert systems and the knowledge o
Quinlan’s ID3

Michalski’s AQ and soybean diagnosis
Scientific discovery with BACON

Mathematical discovery with AM




Data minin )

Adaptive software ag

Text learning

Reinforcement learning (RL)

Inductive Logic Programming (ILP)
Ensembles: Bagging, Boosting, and Stacking

Bayes Net learning




Deep learning systems
Learning for big data
Bayesian methods

Multi-task & lifelong learning

Applications to vision, speech, social networks, learning to read, etc.
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UNSUPERVISED ( N
LEARNING

Group and interpret ﬁ CLUSTERING

/ data based only L J
P " on input data

| AN J b ~
MACHINE LEARNING

- CLASSIFICATION
\ J SUPERVISED ‘ )
LEARNING ;

Develop predictive
model based on both e 3
input and output data REGRESSION
hidden patterns ¢

J

input data
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ive models.

an email is genuine or
spam, or lassify input data into
categories. ecognition, and credit scoring.

* Regression techniques predict continuou ponses— for example, changes in temperature or

fluctuations in power demand. Typical applications include electricity load forecasting and
algorithmic trading.
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object recogr

Clustering Patterns
in the Data

research, and




m is

entists can’t tell

whet ¢ But algorithm selection

also depends on the size data you're working with, the insights

you want to get from the data, and how those insights will be used.




ROAD MAP

MACHINE LEARNING

SUPERVISED UNSUPERVISED
LEARNING LEARNING
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Meural Metworks

Hidden Markov
Model




WHEN MACHINE LEARNING
SHOULD BE USED

® Consider using machine learning when you have a complex task or problem
involving a large amount of data and lots of variables, but no existing
formula or equation. For example, machine learning is a good option if you
need to handle situations like these:

® Hand-written rules and equations are too complex—as in face recognition

and speech recognition.

® The rules of a task are constantly changing—as in fraud detection from

transaction records.

® The nature of the data keeps changing, and the program needs to adapt—
as in automated trading, energy demand forecasting, and predicting

shopping trends.
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ants had heart

attacks xisting data into a

model that can pre ‘have a heart attack within a

yedar.
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They used classification al¢ o identify specific
objects. They tested the algorithms on more than 1,700 paintings from 66 different
artists working over a span of 550 years. The algorithm readily identified connected
works, including the influence of Diego Velazquez’s “Portrait of Pope Innocent X” on
Francis Bacon’s “Study After Velazquez’s Portrait of Pope Innocent X.”




continuou

thermometers, anc er and
energy cost. In particular, machii s used to segment data and
determine the relative contributions of gas, electric, steam, and solar
power to heating and cooling processes. The building IQ platform
reduces HVAC energy consumption in large-scale commercial buildings
by 10% - 25% during normal operation.
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"'; 1 FIRST NOTIFICATION OF LOSS - COLLISION ALERT
URGENT ATTENTION REQUIRED

___VEMICLE / INC

=
ol
Make
Model
Pol. No Rev
Street A635

Town: Holmfirth

PostCode:  HD92

Speed Umit: 60 mph

Severity. 7.36g

Time 17:59 26/12/2014

To enal
and mitigate insuran

crash sensing system that u ng

algorithms to detect low-speed collisions and distinguish these

events from more common driving events, such as driving over

speed bumps or potholes. Independent tests showed the RAC

system to be 92% accurate in detecting test crashes.




® Unusual pa

® Prediction:

® Future stock prices or currency exchange rates




® Social ne

* Debugging software

®* What do you dol




® Random Forest

® Decision Trees




\l\\; TYPICAL NEURAL NETWORK TOPOLOGY

A 3-layers fully connected neural network (DNN)
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1\@ REGRESSION (SUPERVISED)

* Given (zy, y1), (x5 ¥2), -y (20, Y1)
* Learn a function f(x) to predict y given x
— y is real-valued == regression
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CLASSIFICATION (SUPERVISED)

* Given (;I:Lr yl)! (:I:ZJ yZ)! seey (:I:mF yn)
* Learn a function f(x) to predict y given x
— y is categorical == classification

Breast Cancer (Malignant / Benign)

1(Malignant) oo © o0

O(Benign)
Tumor Size

Predict Benign | Predict Malignant




Prediction results

Nikkie 225
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1\\; SVM FOR CREDIT SCORING
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® Reactive Powe

® State Estimation




UNSUPERVISED
LEARNING

FUZZY CLUSTERING

K-MEAN

HIERARCHICAL CLUSTERING

SELF-ORGANISING MAP (SOM)




Genomics application: group individuals by genetic similarity
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Social network analysis

Market segmentation Astronomical data analysis




1\@ MACHINE LEARNING

* Independent component analysis — separate a
combined signal into its original sources

Speaker 1

-'7"@

\\\\’\.\ @
Speaker 2
Recovered




nber of layers in the

he more layers, the deeper the network. Traditional neural

networks contain only 2 or 3 layers, while deep networks can have
hundreds.




DEEP LEARNING
APPLICATIONS

Here are just a few examples of deep learing at work:

* A self-driving vehicle slows down as it approaches a
pedestrian crosswalk.

* An ATM rejects a counterfeit bank note.

* A smartphone app gives an instant translation of a foreign
street sign.

Deep learning is especially well-svited to identification
applications such as face recognition, text translation,
voice recognition, and advanced driver assistance systems,
including, lane classification and traffic sign recognition.

BIBLIOTECA




In a word, accuracy. Advanced tools and techniques have ILSVRC TOP-5 ERROR ON IMAGENET

dramatically improved deep learning algorithms—to the point 30
where they can outperform humans at classifying images, win
against the world’s best GO player, or enable a voice-controlled 225
assistant like Amazon Echo® and Google Home to find and 3
download that new song you like. E s
75
Human

WHAT MAKES 2010 201 2012 2013 2014 2035

D E E P LEA R N I N G UCLA researchers built an advanced microscope that yields \ Y Y

a high-dimensional data set used to train a deep learning Pre-2012 Post2012

STAT E O F T H E A R T network to idenfify cancer cells in tissue samples. with machine learning with deep leaming




WHAT MAKES
DEEP LEARNING

STATE OF THE ART

Three technology enablers make this degree of
accuracy possible:

Easy access to massive sets of labeled data
Data sets such as ImageNet and PASCAL VoC are freely

available, and are useful for training on many different types
of objects.

=) CAR v
CONVOLUTIONAL NEURAL NETWORK [CHN]
95% ) TRUCK X
%
: ]’_ _—
s
wlp BICYCLE X

Increased computing power
High-performance GPUs accelerate the training of the massive

amounts of data needed for deep learning, reducing training
time from weeks to hours.

T‘TITIT‘IIII
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Pretrained models built by experts

Models such as AlexNet can be reirained fo perform new
recognition tasks using a fechnique called fransfer learning.
While AlexNet was frained on 1.3 million high-resolution
images to recognize 1000 different objects, accurate fransfer
learning can be achieved with much smaller datasets.



A deep neural network combines multiple nonlinear processing
layers, using simple elemenis operating in parallel and inspired by
biological nervous systems. It consists of an input layer, several
hidden layers, and an output layer. The layers are inferconnected
via nodes, or neurons, with each hidden layer using the output of
the previous layer as its input.

INSIDE DEEP

LEARNING '_" .
N ETWO R K Inputs  Cum— Outputs

Input Layer Output Layer

Hidden Layers




Let's say we have a set of images where each image contains Using this training data, the network can then start to understand
one of four different categories of object, and we want the deep the object’s specific features and associate them with the
learning network to automatically recognize which object is in corresponding category.

each image. We label the images in order to have training data

Pty Each layer in the network takes in data from the previous

layer, transforms it, and passes it on. The network increases the
complexity and detail of what it is learning from layer to layer.

Notice that the network learns directly from the data—we have no
H OW DO ES D E E P Input Image influence over what features are being learned.
LEARNING

NETWORK LEARN

FILTERS
Convolution Convolution
RELU { RELU e
{rectified linear units) ™ (rectified linear units)
Fooling Fooling INPUT
|
OUTPUT
Convolution Convelution FC —> Flower
RELU oo RELU L — Cup
{rectified linear units) (rectified linear units) Fully connected $ Cor
layers to support
Pooling Fooling clossification — Tree




A convolutional neural network (CNN, or ConvNet] is one of the  Convolution puts the input images through a set of convolufional
most popular algorithms for deep learning with images and video.  filters, each of which acfivates certain features from the images.

Like other neural networks, a CNN is composed of an input layer,  Pooling simplifies the output by performing nonlinear
an output layer, and many hidden layers in between. downsampling, reducing the number of parameters that the

twork needs to | bout.
Feature Defection Layers network needs fo fedrm dbob

These layers perform one of three types of operations on the data: Rectified linear unit [RelU) cllows for faster and more effective

convolution, pooling, or rectified linear unit (ReLU). training by mapping negative values fo zero and maintaining
positive values.

H OW DO ES D E E P These three operations are repeated over tens or hundreds of
LEA R N I N G layers, with each layer learning to detect different features.
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NETWORK LEARN




Classification Layers

After feature detection, the architecture of a CNN shifts fo

classification. There is no exact formula for selecting layers. The best

approach is to iry a few and see how well they work—

The next-to-last layer is a fully connected layer (FC) that outputs or fo use a pretrained network.

a vector of K dimensions where K is the number of classes that
the network will be able to predict. This vector contains the
probabilities for each class of any image being classified.

H OW DO ES D E E P The final layer of the CNN architecture uses a softmax function
to provide the classification output.
LEARNING

— CAR
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NETWORK LEARN
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HOW DOES DEEP
LEARNING

NETWORK LEARN

Deep learning is a subtype of machine learning. With machine

learning, you manually extract the relevant features of an image.
With deep leaming, you feed the raw images directly into a deep
neural network that learns the features automatically.

TRADITIONAL MACHINE LEARNING

DEEP LEARNING

p=p CAR v/
MAANUAL FEATURE EXTRACTION CLASSIFICATION
_+ ’_ =) TRUCK X
MACHINE LEARNING
— .
besp BICYCLE X
CARv

COMVOUITIONAL MEURAL RETAORK (O]

=

END-TO-END LEARNING TRUCK X
FEATURE LEARMING AND CLASSIFICATION .

L]
-

BICYCLE X

Deep learning often requires hundreds of thousands or millions of

images for the best results. It's also computationally intensive and

requires a high-performance GPU.

Machine Learning

+ Good results with small
data sets

‘ Deep Learning

— Requires very large data sefs

+ Quick to train a model

— Computationally infensive

— Need fo fry different
features and classifiers fo
achieve best results

+ Learns features and
classifiers automatically

— Accuracy plateaus

+ Accuracy is unlimited




HOW DOES DEEP
LEARNING

NETWORK LEARN

If you're new to deep learning, a quick and easy way fo get started
is to use an existing network, such as AlexNet, a CNN trained

on more than a million images. AlexNet is most commonly used

for image classification. It can classify images into 1000 different
categories, including keyboards, computer mice, pencils, and other
office equipment, as well as various breeds of dogs, cats, horses,
and other animals.

AlexNet was first published in 2012, and has become a

well-known model in the research community.

soccer ball

pencil






* Nevada made it legal for
autonomous cars to drive on

roads in June 2011

* Asof 2013, four states (Nevada,
Florida, California, and
Michigan) have legalized
autonomous cars

Penn’s Autonomous Car =
(Ben Franklin Racing Team)




360° 3-d LADAR
Obstacle

Detection \
LADARS \
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Cameras




Planning

A — — -
— _Laser TerrainMapping

Position on 2004 Grand Challenge Course (-2 miles of data)

Images and movies taken from Sebastian Thrun’ s multimedia website.
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— I inologs BloombergBusinessweek

. dectbous] Technology
Is Google Cornering the
Market on Deep Learnine;? The Race to Buy the Human Brains Behind

Deep Learning Machines
By Ashilce Vance W January 27, 2014

A cutting-edge corner of science is being wooed by Silicon Valley, to

» the dismay of some academics. intelligence projects. “DeepMind is bona fide in terms of its research capabilities

By Antorso Regalado on January 20, 2014 and depth,” says Peter Lee, who heads Microsoft Research.

How much are a dozen deep-learning researchers
worth? Apparently, more than $400 million.

According to Lee, Microsoft, Facebook (FB), and Google find themselves in a battle

for deep learning talent. Microsoft has gone from four full-time deep learning

This week, Google repartadly paid that much to

scquira Dianhind Tachnolooiaa a siartip hased in [ TIRRESEEEE o experts to 70 in the past three years. “We would have more if the talent was there to

make it

W I R E D GEAR SCIENCE ENTERTAINMENT BUSINESS SECURITY DESIG

INNOVATION INSIGHTS ‘ community content I v

DEEP LEARNING

» Computers leaming and
growing on theirown

Deep Learning’s Role in the Age of Robots

BY JULIAN GREEN, JETPAC 05.02.14 2:56 PM

L » Able to understand
complex, massive
amounts of data

DATA ECONPMY BROUGHT TO
O DEEP LEARNING o @

dCNBC
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1\\; INFERENCE USING DEEP LEARNING (

Generating posterior samples from faces by “filling in” experiments
O (cf. Lee and Mumford, 2003). Combine bottom-up and top-down inference.

Input images

Samples from
feedforward
Inference

(control)

Samples from
Full posterior
inference



SPEECH RECOGNITION

A Typical Speech Recognition System

Model

Transducer
Decoder &
Language

cnoA are moy ‘IH

ML used to predict of phone states from the sound spectrogram

2

Deep learning has state-of-the-art results

T I N N
2000 . ——

' \a .A‘.:' Word Error Rate % 16.0 128 114 109 110 111
1000 AN A -

” : Baseline GMM performance = 15.4%

[Zeiler et al. “On rectified linear units for speech
-mnmmnmnnnsmm recognition” ICASSP 2013]
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Couriers
Proofreaders

Computer Support Spe

Market Research Analysts

Advertising Salespeople
etail Salespeople

Human Resource Managers

Sales Managers
Marketing Managers

e

Public Relations Managers
Chief Executives

Event Planners

Writers

Software Developers
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Top Stories

Thousands of NI nurses begin
strike action

The dispute over pay has led the Royal
Col Nursing to go on strike for the
firs its 103-year-history
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Blair warns Labour against poll
defeat 'whitewash'

® 2 hours ago

Latest as Blair warns over
Labour's future

® 1 hour ago
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Star Trek and Captain Kirk . > Phone Inventor, Martin Cooper 1973

Star Trek...LOS ANGELES - DECEMBER 29: William Shatner as Captain James T. Kirk. Original Air Date: 29 December 1967.
(Photo by CBS via Getty Images)




J@E u
2 NHK WORLD

e 2
At .
ASIMO S ||||IlIll\lllllllllllllll IS
IllllllINlIIIIIIIlIIIIII (T
'!IIIlIIIIIIIIIIIIIIIII AL
‘”IUIIHIIIIIIIIII (PR CLLELLE
N VLRI
i (LU (TR LELLE




